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• According to the National Highway Traffic Safety Administration, 3142 people were 

killed in motor vehicle crashes involving distracted drivers in 2019.

• Research on distraction has largely benefit from the analysis of Naturalistic Driving Data 

(NDD) in the last 15 years.

• One of the main concerns associated to the use of NDD is the time intensive and costly 

process of video reduction to extract variables from the videos.

• Convolutional Neural Networks (CNNs) are commonly thought to recognize objects by 

learning increasingly complex representations of object shapes. However, some recent 

studies suggested a more important role of image textures instead.

• Overfitting and over-confidence are two major issues that easily arise when training 

CNNs.

Motivation

National Highway Traffic Safety Administration (2022). Distracted Driving. Retrieved March 29, 2022.
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• Pros
• 10 classes.
• Most images were collected in real-driving scenario.
• Collected in different cars, by people from different countries.

• Cons:
• Captured with only two viewing angles

Modeling driver monitoring as image classification

Eraqi, et al. "Driver distraction identification with an ensemble of convolutional neural networks." Journal of Advanced Transportation , 2019.



Drive & Act dataset
• Different views lead to different results and fully-seen view could provide better 

results.
• The more the driver’s body captured by the camera; the higher the recognition 

accuracy.
• Model ensemble is beneficial.
• Pros:

• The largest dataset of driver’s action recognition 
• 6 different views
• 3 modalities(RGB, IR and depth)
• 83 classes

• Cons:
• The same vehicle (Audi A3 ) for every driver in a simulated environment.
• The number of drivers is limited. (10 for training, 2 for validation, 3 for 

testing)

Martin et al. "Drive & Act: A Multi-modal Dataset for Fine-grained Driver Behavior Recognition in Autonomous Vehicles." ICCV , 2019.



EuroFOT and Drive C2X 
• Pros:

• Provides significant more images with different 
views 

• 8 classes of distractions and 5 phone usages and four 
hands-on-wheel classes.

• More drivers (127)
• Cons:

• Monochrome images.
• Limited resolution (352x288)

https://www.eurofot-ip.eu/ 
https://cordis.europa.eu/project/id/270410 



CNN learns from texture more!

CNN learns from texture more!

• This paper has shown that ImageNet-trained CNNs are strongly biased towards 
recognizing textures rather than shapes.

Geirhos et al. "ImageNet-trained CNNs are biased towards texture; increasing shape bias improves accuracy and robustness." ICLR , 2020.



CNN’s performance degrades when lacking of texture information

• Pretraining with stylized-Imagenet is beneficial in terms of image classification and 
object detection since a shape-based representation is more beneficial than a texture-
based representation.

• However, due to copyright issue, stylized-Imagenet can’t be directly provided.
• The neural-style transfer model needs 1 min (500 iterations) for each mage.
• For 1.2 million images, we need 833 days.

Huang et al. "Arbitrary style transfer in real-time with adaptive instance normalization." ICCV , 2017.



Neural-style transfer as a data augmentation strategy for DDD

• The number of Images in Distracted Driver Dataset: 14478 images.
• By reducing iterations to 200 iterations, we need 3.35 days.

style stylecontent



Label smoothing in image classification

• Label Smoothing (Rafael et al., 2019) is a regularization technique that introduces noise 
for the labels. This accounts for the fact that datasets may have some mistakes in them, 
so maximizing the likelihood of log p(y|x) might result in over-fitting.

• Assume for a small constant ϵ, the target value of the training label y is 1−ϵ and ϵ/k−1 for 

the target class and others, respectively. i.e., the original target value of each class is 



Experimental Results

• Under the same backbone-ResNet-50, Label 
Smoothing is always helpful if cross-entropy is 
applied.

• The backbone trained by Stylized-ImageNet, 
learns to capture shapes instead texture so 
that the model is more robust against noise. 

• The backbone also generalizes to EuroFOT
well.



Conclusion and Future work

• We expect to apply the same model on phone-usage and hands-on-wheel 
classification.

• Most driving monitoring application is actually a multi-label image classification 
application, i.e., the driver might actually be talking (a distraction behavior) and 
using smartphone with his left hand (a phone usage class) simultaneously.

• Large-scale ensemble is actually an option when this application is applied on a 
labelling system.

• Driver distraction classification can actually be trained in semi-supervised setting 
via mean teacher model.



Thank you for listening!


