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“Develop a framework that serves as a uniform and shared reference for (replicable) experiments in 

visual (in)attention under ecologically valid naturalistic conditions encountered in everyday activities 

and related to decision-making.“ 

DRIVER (IN)ATTENTIVENESS    |     VISUO-LOCOMOTIVE PERCEPTION IN DRIVING

INTERPERSONAL COMMUNICATION

EMBODIED MULTIMODAL INTERACTIONS

VISUOSPATIAL COMPLEXITY - CONTEXT

COMPLEXITY OF HUMAN PERFORMANCE



‣ How do people establish joint attention during interpersonal communication in the driving scene?

‣ How does the visuospatial complexity of the environment affect gaze behaviour of a driver?

‣ How can we model cognitive human factors so that we can systematically study the combination of 

aspects as found in naturalistic driving scenes?

‣ How a holistic model of visuospatial complexity can be useful for the development of novel 

autonomous driving systems?
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P1. Taxonomy of attributes for Visuospatial Complexity

A. Quantitative Attributes

Size
Clutter
 Quantity
 Variety of Colors
 Variety of Shapes/Objects
 Objects Density
 Edges Density
 Luminance
 Salience
 Target-background similarities

B. Structural Attributes

Repetition
Symmetry
Order
Homogeneity/Heterogeneity
Regularity
Openness
Grouping

C. Dynamic Attributes

Motion
Flicker
Speed
Direction

Representation of the visuospatial complexity model based on behavioural data. The bubble diagram represents the 
dynamic relations between the attributes of visuospatial complexity based on their e!ect on human behaviour.

Multimodal interactions in streetscape, characterised based on the Tabl:  (a) From the point of view of the driver, a formal explicit device-based 
signal from the tra"c o"cers using a sign and gestures (New York); (b) From the point of view of the cyclist, a formal explicit gesture indicates 
change of lane and ask for priority to the driver who follows (Berlin); (c) From the point of view of the pedestrian, several interaction episodes back 
to back involving a driver and two cyclists and focusing on the establishment of joint attention (Tokyo).
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Sample eye-tracking data (presented as scanpath and heatmap of #xations) corresponding to the moment of joint attention  established 
between a Pedestrian with a stroller and a Driver. VR representation based on the analysis of real-world scenarios. 

Scenario A. Zebra-Crossing Situation  

Pedestrian (P) with a kid's stroller is crossing a two-lane road on a zebra crossing while two drivers (D1 and D2) are approaching. P turns the head towards D1 as 
he approaches a zebra crossing, and establishes eye contact with D1. P then looks straight. D2 approaches the zebra crossing in the second lane without detecting 
P. Momentarily P turns the head, detects D2, stops and expresses disapproval towards D2 by extending his leg and using frowns and lip movements.

Abstract

The development of autonomous driving technologies bring to the fore the need for systematic analysis and modelling of multimodal interactions in everyday driving for the purpose of training, testing and systems evaluation. We develop a cognitive evalu-
ation schema based on empirical #ne-grained analysis of real-world instances that involve various roadside stakeholders such as drivers, pedestrians, cyclists, etc.  The analysis is based on semantic annotations of videos focusing on the sequence and dura-
tion of events (e.g. velocity change, direction change, location change), the combination of modalities used (e.g., gestures, gaze, head-movements), audio, moving and static objects in the scene (cars, signs, landmarks), etc. Driven by three sets of cognitive 
parameters (P1-P3), the main objective of the proposed evaluation schema is to capture the details of the complexity and the variety of naturalistic interactions in the stimuli of a dataset or a naturalistic experimental study:

P1. the characteristics of the driving scene - visuospatial attributes involving e.g. clutter, motion
P2. the characteristics of the multimodal interactions between roadside stakeholders, involving e.g. formal-informal, implicit-explicit
P3.  the e!ect of the attributes in (P1) and (P2) on recipient’s behaviour.

The scene characteristics (P1) refer to the analysis of the dynamic naturalistic driving scene based on our cognitive model of visuospatial complexity and includes a combination of quantitative, structural, and dynamic attributes. Multimodal inter-
actions (P2) are analysed based on the modalities involved, the mode and method of interaction, as well as the level of social attention achieved. Recipient e!ects (P3) are analysed based on human evaluations involving people’s behaviour and
driving performance through physiological measurements(e.g. eye-tracking, head rotation) in a series of virtual reality (VR) scenes replicating a number of naturalistic scenarios of interactions. As a proof of concept for the application of the
developed evaluation schema, we demonstrate a sample dataset consisting of realworld and VR scenes.

Real-world scene analysis  accompanied by the degree of complexity of the involved attributes.

Behavioural metrics from the empirical study.                 Heatmap of eye-tracking data for one VR scene.

Sample of VR scenes that varies on the level of Visuospatial Complexity. The scenes are developed based on one urban environment with the combining of a number of attributes that constitude the Visuospatial Complexity model and it is not an exhaustive 
representation of the possible outcomes. The scenes are organised in a matrix as follows: the attributes that shape the scene itself are listed on the vertical axis, while the attributes related to objects are introduced on the horizontal axis. In every new line in both 
direction a new attribute is introduced in addition to the existed ones.

P2.  Cognitive Characterisation of Roadside Multimodal Interactions

A. Mode 

Explicit Interaction
Implicit Interaction

B. Method 

Formal Device-based
Informal - Device-based
Formal Body-based
Informal Body-based

C. Level of Social Attention

Individual
Monitoring
Common
Mutual
Joint (Shared)

Modalities

Speech
Head Movements
Facial Expressions
Gestures
Body Postures
Gaze
Auditory Cues

Real-world scene analysis involving an interaction incident between pedestrian(s) with a kid’s stroller and drivers on two-lane zebra crossing.  Two variations 
of this scenario developed in VR, di!er from the original scene in terms of the embodied interaction factors (A-C) and the combination of modalities involved.

P3.  Dataset of Scenarios of  Multimodal Interactions & Modalities - Behavioural Data

Scene Analysis - Visuospatial Complexity Behavioural Data Multimodal Interactions

A.

A.

Kondyli, V. & Bhatt, M. (2020). Multimodality on the Road: Towards Evidence-Based Cognitive Modelling of Human Interactions in Everyday Roadside Situations. Advances in Transdisciplinary 
Engineering, 11,  Proceedings of DHM 2020: 6th International Digital Human Modelling Symposium 2020 (DHM 2020), Skövde, Sweden (pp. 131 - 142), IOS Press.
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P1. Taxonomy of attributes for Visuospatial Complexity

A. Quantitative Attributes
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C. Dynamic Attributes
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Representation of the visuospatial complexity model based on behavioural data. The bubble diagram represents the 
dynamic relations between the attributes of visuospatial complexity based on their e!ect on human behaviour.

Multimodal interactions in streetscape, characterised based on the Tabl:  (a) From the point of view of the driver, a formal explicit device-based 
signal from the tra"c o"cers using a sign and gestures (New York); (b) From the point of view of the cyclist, a formal explicit gesture indicates 
change of lane and ask for priority to the driver who follows (Berlin); (c) From the point of view of the pedestrian, several interaction episodes back 
to back involving a driver and two cyclists and focusing on the establishment of joint attention (Tokyo).
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Sample eye-tracking data (presented as scanpath and heatmap of #xations) corresponding to the moment of joint attention  established 
between a Pedestrian with a stroller and a Driver. VR representation based on the analysis of real-world scenarios. 

Scenario A. Zebra-Crossing Situation  

Pedestrian (P) with a kid's stroller is crossing a two-lane road on a zebra crossing while two drivers (D1 and D2) are approaching. P turns the head towards D1 as 
he approaches a zebra crossing, and establishes eye contact with D1. P then looks straight. D2 approaches the zebra crossing in the second lane without detecting 
P. Momentarily P turns the head, detects D2, stops and expresses disapproval towards D2 by extending his leg and using frowns and lip movements.

Abstract

The development of autonomous driving technologies bring to the fore the need for systematic analysis and modelling of multimodal interactions in everyday driving for the purpose of training, testing and systems evaluation. We develop a cognitive evalu-
ation schema based on empirical #ne-grained analysis of real-world instances that involve various roadside stakeholders such as drivers, pedestrians, cyclists, etc.  The analysis is based on semantic annotations of videos focusing on the sequence and dura-
tion of events (e.g. velocity change, direction change, location change), the combination of modalities used (e.g., gestures, gaze, head-movements), audio, moving and static objects in the scene (cars, signs, landmarks), etc. Driven by three sets of cognitive 
parameters (P1-P3), the main objective of the proposed evaluation schema is to capture the details of the complexity and the variety of naturalistic interactions in the stimuli of a dataset or a naturalistic experimental study:

P1. the characteristics of the driving scene - visuospatial attributes involving e.g. clutter, motion
P2. the characteristics of the multimodal interactions between roadside stakeholders, involving e.g. formal-informal, implicit-explicit
P3.  the e!ect of the attributes in (P1) and (P2) on recipient’s behaviour.

The scene characteristics (P1) refer to the analysis of the dynamic naturalistic driving scene based on our cognitive model of visuospatial complexity and includes a combination of quantitative, structural, and dynamic attributes. Multimodal inter-
actions (P2) are analysed based on the modalities involved, the mode and method of interaction, as well as the level of social attention achieved. Recipient e!ects (P3) are analysed based on human evaluations involving people’s behaviour and
driving performance through physiological measurements(e.g. eye-tracking, head rotation) in a series of virtual reality (VR) scenes replicating a number of naturalistic scenarios of interactions. As a proof of concept for the application of the
developed evaluation schema, we demonstrate a sample dataset consisting of realworld and VR scenes.

Real-world scene analysis  accompanied by the degree of complexity of the involved attributes.

Behavioural metrics from the empirical study.                 Heatmap of eye-tracking data for one VR scene.

Sample of VR scenes that varies on the level of Visuospatial Complexity. The scenes are developed based on one urban environment with the combining of a number of attributes that constitude the Visuospatial Complexity model and it is not an exhaustive 
representation of the possible outcomes. The scenes are organised in a matrix as follows: the attributes that shape the scene itself are listed on the vertical axis, while the attributes related to objects are introduced on the horizontal axis. In every new line in both 
direction a new attribute is introduced in addition to the existed ones.
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Real-world scene analysis involving an interaction incident between pedestrian(s) with a kid’s stroller and drivers on two-lane zebra crossing.  Two variations 
of this scenario developed in VR, di!er from the original scene in terms of the embodied interaction factors (A-C) and the combination of modalities involved.

P3.  Dataset of Scenarios of  Multimodal Interactions & Modalities - Behavioural Data
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Representation of the visuospatial complexity model based on behavioural data. The bubble diagram represents the 
dynamic relations between the attributes of visuospatial complexity based on their e!ect on human behaviour.

Multimodal interactions in streetscape, characterised based on the Tabl:  (a) From the point of view of the driver, a formal explicit device-based 
signal from the tra"c o"cers using a sign and gestures (New York); (b) From the point of view of the cyclist, a formal explicit gesture indicates 
change of lane and ask for priority to the driver who follows (Berlin); (c) From the point of view of the pedestrian, several interaction episodes back 
to back involving a driver and two cyclists and focusing on the establishment of joint attention (Tokyo).
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Sample eye-tracking data (presented as scanpath and heatmap of #xations) corresponding to the moment of joint attention  established 
between a Pedestrian with a stroller and a Driver. VR representation based on the analysis of real-world scenarios. 

Scenario A. Zebra-Crossing Situation  

Pedestrian (P) with a kid's stroller is crossing a two-lane road on a zebra crossing while two drivers (D1 and D2) are approaching. P turns the head towards D1 as 
he approaches a zebra crossing, and establishes eye contact with D1. P then looks straight. D2 approaches the zebra crossing in the second lane without detecting 
P. Momentarily P turns the head, detects D2, stops and expresses disapproval towards D2 by extending his leg and using frowns and lip movements.

Abstract

The development of autonomous driving technologies bring to the fore the need for systematic analysis and modelling of multimodal interactions in everyday driving for the purpose of training, testing and systems evaluation. We develop a cognitive evalu-
ation schema based on empirical #ne-grained analysis of real-world instances that involve various roadside stakeholders such as drivers, pedestrians, cyclists, etc.  The analysis is based on semantic annotations of videos focusing on the sequence and dura-
tion of events (e.g. velocity change, direction change, location change), the combination of modalities used (e.g., gestures, gaze, head-movements), audio, moving and static objects in the scene (cars, signs, landmarks), etc. Driven by three sets of cognitive 
parameters (P1-P3), the main objective of the proposed evaluation schema is to capture the details of the complexity and the variety of naturalistic interactions in the stimuli of a dataset or a naturalistic experimental study:

P1. the characteristics of the driving scene - visuospatial attributes involving e.g. clutter, motion
P2. the characteristics of the multimodal interactions between roadside stakeholders, involving e.g. formal-informal, implicit-explicit
P3.  the e!ect of the attributes in (P1) and (P2) on recipient’s behaviour.

The scene characteristics (P1) refer to the analysis of the dynamic naturalistic driving scene based on our cognitive model of visuospatial complexity and includes a combination of quantitative, structural, and dynamic attributes. Multimodal inter-
actions (P2) are analysed based on the modalities involved, the mode and method of interaction, as well as the level of social attention achieved. Recipient e!ects (P3) are analysed based on human evaluations involving people’s behaviour and
driving performance through physiological measurements(e.g. eye-tracking, head rotation) in a series of virtual reality (VR) scenes replicating a number of naturalistic scenarios of interactions. As a proof of concept for the application of the
developed evaluation schema, we demonstrate a sample dataset consisting of realworld and VR scenes.

Real-world scene analysis  accompanied by the degree of complexity of the involved attributes.

Behavioural metrics from the empirical study.                 Heatmap of eye-tracking data for one VR scene.

Sample of VR scenes that varies on the level of Visuospatial Complexity. The scenes are developed based on one urban environment with the combining of a number of attributes that constitude the Visuospatial Complexity model and it is not an exhaustive 
representation of the possible outcomes. The scenes are organised in a matrix as follows: the attributes that shape the scene itself are listed on the vertical axis, while the attributes related to objects are introduced on the horizontal axis. In every new line in both 
direction a new attribute is introduced in addition to the existed ones.
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Real-world scene analysis involving an interaction incident between pedestrian(s) with a kid’s stroller and drivers on two-lane zebra crossing.  Two variations 
of this scenario developed in VR, di!er from the original scene in terms of the embodied interaction factors (A-C) and the combination of modalities involved.
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P1. Taxonomy of attributes for Visuospatial Complexity

A. Quantitative Attributes

Size
Clutter
 Quantity
 Variety of Colors
 Variety of Shapes/Objects
 Objects Density
 Edges Density
 Luminance
 Salience
 Target-background similarities

B. Structural Attributes

Repetition
Symmetry
Order
Homogeneity/Heterogeneity
Regularity
Openness
Grouping

C. Dynamic Attributes

Motion
Flicker
Speed
Direction

Representation of the visuospatial complexity model based on behavioural data. The bubble diagram represents the 
dynamic relations between the attributes of visuospatial complexity based on their e!ect on human behaviour.

Multimodal interactions in streetscape, characterised based on the Tabl:  (a) From the point of view of the driver, a formal explicit device-based 
signal from the tra"c o"cers using a sign and gestures (New York); (b) From the point of view of the cyclist, a formal explicit gesture indicates 
change of lane and ask for priority to the driver who follows (Berlin); (c) From the point of view of the pedestrian, several interaction episodes back 
to back involving a driver and two cyclists and focusing on the establishment of joint attention (Tokyo).
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(c)   Pedestrian (pov) & Driver & Cyclists                                                                                                          Informal Implicit eye-contact interaction to coordinate actions

turns sign gestures to cross
turns head

gesturecyclist deviates left

(b)   Cyclist (pov) & Driver                                                           Formal explicit body-based signal

joint attention pedestrian cyclist A
Lorem cyclist A head
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Driver gaze the sign

turn the sign joint attention

turn head

gaze the driver

Cyclist

Driver

mutual attention

signalling towards left

monitoring 
slow down

change lane

accelerate

Sample eye-tracking data (presented as scanpath and heatmap of #xations) corresponding to the moment of joint attention  established 
between a Pedestrian with a stroller and a Driver. VR representation based on the analysis of real-world scenarios. 

Scenario A. Zebra-Crossing Situation  

Pedestrian (P) with a kid's stroller is crossing a two-lane road on a zebra crossing while two drivers (D1 and D2) are approaching. P turns the head towards D1 as 
he approaches a zebra crossing, and establishes eye contact with D1. P then looks straight. D2 approaches the zebra crossing in the second lane without detecting 
P. Momentarily P turns the head, detects D2, stops and expresses disapproval towards D2 by extending his leg and using frowns and lip movements.

Abstract

The development of autonomous driving technologies bring to the fore the need for systematic analysis and modelling of multimodal interactions in everyday driving for the purpose of training, testing and systems evaluation. We develop a cognitive evalu-
ation schema based on empirical #ne-grained analysis of real-world instances that involve various roadside stakeholders such as drivers, pedestrians, cyclists, etc.  The analysis is based on semantic annotations of videos focusing on the sequence and dura-
tion of events (e.g. velocity change, direction change, location change), the combination of modalities used (e.g., gestures, gaze, head-movements), audio, moving and static objects in the scene (cars, signs, landmarks), etc. Driven by three sets of cognitive 
parameters (P1-P3), the main objective of the proposed evaluation schema is to capture the details of the complexity and the variety of naturalistic interactions in the stimuli of a dataset or a naturalistic experimental study:

P1. the characteristics of the driving scene - visuospatial attributes involving e.g. clutter, motion
P2. the characteristics of the multimodal interactions between roadside stakeholders, involving e.g. formal-informal, implicit-explicit
P3.  the e!ect of the attributes in (P1) and (P2) on recipient’s behaviour.

The scene characteristics (P1) refer to the analysis of the dynamic naturalistic driving scene based on our cognitive model of visuospatial complexity and includes a combination of quantitative, structural, and dynamic attributes. Multimodal inter-
actions (P2) are analysed based on the modalities involved, the mode and method of interaction, as well as the level of social attention achieved. Recipient e!ects (P3) are analysed based on human evaluations involving people’s behaviour and
driving performance through physiological measurements(e.g. eye-tracking, head rotation) in a series of virtual reality (VR) scenes replicating a number of naturalistic scenarios of interactions. As a proof of concept for the application of the
developed evaluation schema, we demonstrate a sample dataset consisting of realworld and VR scenes.

Real-world scene analysis  accompanied by the degree of complexity of the involved attributes.

Behavioural metrics from the empirical study.                 Heatmap of eye-tracking data for one VR scene.

Sample of VR scenes that varies on the level of Visuospatial Complexity. The scenes are developed based on one urban environment with the combining of a number of attributes that constitude the Visuospatial Complexity model and it is not an exhaustive 
representation of the possible outcomes. The scenes are organised in a matrix as follows: the attributes that shape the scene itself are listed on the vertical axis, while the attributes related to objects are introduced on the horizontal axis. In every new line in both 
direction a new attribute is introduced in addition to the existed ones.

P2.  Cognitive Characterisation of Roadside Multimodal Interactions

A. Mode 

Explicit Interaction
Implicit Interaction

B. Method 

Formal Device-based
Informal - Device-based
Formal Body-based
Informal Body-based

C. Level of Social Attention

Individual
Monitoring
Common
Mutual
Joint (Shared)

Modalities

Speech
Head Movements
Facial Expressions
Gestures
Body Postures
Gaze
Auditory Cues

Real-world scene analysis involving an interaction incident between pedestrian(s) with a kid’s stroller and drivers on two-lane zebra crossing.  Two variations 
of this scenario developed in VR, di!er from the original scene in terms of the embodied interaction factors (A-C) and the combination of modalities involved.

P3.  Dataset of Scenarios of  Multimodal Interactions & Modalities - Behavioural Data

Scene Analysis - Visuospatial Complexity Behavioural Data Multimodal Interactions

A.

A.

IMPLICITINFORMAL - BODY-BASED

MUTUAL ATTENTION

Kondyli, V. & Bhatt, M. (2020). Multimodality on the Road: Towards Evidence-Based Cognitive Modelling of Human Interactions in Everyday Roadside Situations. Advances in Transdisciplinary 
Engineering, 11,  Proceedings of DHM 2020: 6th International Digital Human Modelling Symposium 2020 (DHM 2020), Skövde, Sweden (pp. 131 - 142), IOS Press.
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Visuospatial 

Static Objects/People

Moving Objects/People

Direction of Motion

Manifest Cues

Road Type


Auditory

Transport

Nature

People

Music

Buildings


Interactional 
Location

Velocity

Safety Interactions

Movement Type

Visibility

Movement Status

Spatial Position

Human action 

Head Movement

Gaze

Hand Action

Body Pose

INTERACTIONAL ATTRIBUTES  /  SEMANTIC ANNOTATIONS



SP (Speech)  —  HM (Head Movement)  —  FE (Facial Expressions)  —  GE (Gestures)  —  BP (Body Postures)  —  GZ (Gaze)  —   AU (Auditory Cues)
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SSIM
Clutter FC
Clutter SE

video stimuli -- instances of the dataset

- Feature Congestion
- Subband Entropy

… …

VISUOSPATIAL COMPLEXITY  /  VISUAL CLUTTER & STRUSTURAL SIMILARITY

27 VIDEOS
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SSIM
Clutter FC
Clutter SE

video stimuli -- instances of the dataset

- Feature Congestion
- Subband Entropy

… …
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 LARGE-SCALE VISUAL PERCEPTION STUDIES IN DRIVER (IN)ATTENTIVENESS

APPLICATIONS 
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VISUOLOCOMOTIVE EXPERIENCE /  SYSTEMATIC VISUAL ATTENTION STUDIES

80 participants 
1 hour task 
36 interactions

‣ Inattention Blindness

12 levels of visuospatial complexity

52 building blocks

VR headset + eye-tracking
steering wheel
detection buttons

pedals
gear box
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 HUMAN-CENTRED BENCHMARKING FOR AUTONOMOUS DRIVING SYSTEMS

APPLICATIONS 

CODESIGN LAB

www.codesign-lab.org

http://www.codesign-lab.org


J. Suchan & Bhatt, M. S. Varaadarajan (2021). MCommosense visual sense making for autonomous driving. On generated neurosymbilic online abduction integrating vision and semantics.  
Artificial Intelligence 299.
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J. Suchan & Bhatt, M. S. Varaadarajan (2021). MCommosense visual sense making for autonomous driving. On generated neurosymbilic online abduction integrating vision and semantics.  
Artificial Intelligence 299.

VISUOSPATIAL COMPLEXITY  /  COMMONSENSE VISUAL SENSEMAKING

SYSTEMATIC ANALYSIS

COGNITIVE CHARACTERISATION & MODELLING 

TRAINING & TESTING IN BENCHMARK DATASETS

EVALUATION SCHEMA
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‣ Human factors not sufficiently explored in autonomous driving research

‣ Common framework for embodied naturalistic behavioural studies on driver (in)attention

‣ Analysis and interpretation of human interactions /visuospatial complexity#

     —  human-centred computational models

‣ Evaluate datasets based on human-centred factors

‣ Provide guideline to create human-centred benchmarking

CONCLUSION   |  COGNITIVE-BASED VISUOSPATIAL COMPLEXITY MODEL 
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